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Abstract—A mathematical formalism for designing prov-
ably stable, running gaits in bipedal robots with compli-
ance is presented and the theoretical work is validated
experimentally on MABEL, a planar bipedal testbed that
contains springs in its drivetrain. The methods of virtual
constraints and hybrid zero dynamics are used to design
a time-invariant feedback controller that not only respects
the natural compliance of the open-loop system, but also en-
ables active force control within the compliant hybrid zero
dynamics. The controller dynamically varies the effective
leg stiffness throughout the gait. When implemented on
MABEL, a kneed-biped running record of 3.06 m/s (10.9
kph or 6.8 mph) is achieved.

Index Terms—Bipedal robots, Running, Hybrid Systems,
Zero Dynamics, Compliance, Force Control. Fig. 1.

A composite illustrating the dynamic and agile runngait
obtained on MABEL.

I. INTRODUCTION

A model-driven feedback control design is employegf control actions for regulating hopping height, torso
to achieve stable, fast running on MABEL, a planagitch, and leg angle are commonly referred to as a
robot with revolute knees and compliance. The resultirRaibert controller. Raibert's controllers produce stable
nonlinear, compliant hybrid zero dynamics controllefunning gaits on systems whose dynamics are similar to
with active force control, running in real-time, washat of a SLIP, but it is unclear how stable gaits can
instrumental in obtaining fast running at speeds W6  be achieved on robots with more complicated dynamics,
m/s, with a flight phase of almog0% of the gait, and such as revolute knees, legs with significant mass, or a
with a ground clearance af— 10 cm. distributed torso (Poulakakis and Grizzle, 2009b).

A brief background on running robots is provided On bipedal robots that were not specifically conceived
next, followed by an overview of the experimentator running, the ZMP criterion has been employed to
testbed and a summary of contributions of the paper. demonstrate running gaits with short flight times and low

ground clearance during flight. Examples include Sony’s
A. Background QRIO (Nagasaka et al., 2004), Honda’s ASIMO (Hirose

o : . . and Ogawa, 2007), Toyota’s humanoid robot (Tajima
Running is an extremely agile motion, typically char al., 2009) (with running at a top speed o4 mis)

e i okt v v P2 (afa ot 200 KRP-2LT (Kl o .
007), and HUBO (Cho et al., 2009). In these robots,

Raibert et al. in 1989 for a monopedal robot with a “ghéome form of ZMP regulation is used during the stance
prismatic, spring-loaded leg. Hopping speeds upt® phase to prevent the foot from rolling.

m/s were achieved with an intuitive controller (Koech In 2004 . d on RABBIT |
ling, 1989). Raibert’s seminal work inspired a class of n £0U4, Tunning was attempted on . » a planar
ot with revolute knees and no compliance, through a

models based on a Spring Loaded Inverted PendulJfHJ . .
(SLIP) (Full and Koditschek, 1999), and his collectio ontroller based on the hybrid zero dynamics framework
' ' Morris et al., 2006). The obtained running gait had
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leg-shape Bspring

very little torque for feedback correction; and (c) the B motor o T T~
controller and lack of compliance together resulted in & = gj‘kmo
bad ground contact forces during transients (Poulakakis

and Grizzle, 2009b). These considerations led to the e y
design of MABEL, a planar biped, which incorporated "ﬁ;‘{lﬁle
compliance in the transmission for shock absorption and ém T
for energy efficiency. An overview of the experimental Yy . Wmalif'__,7 1 o =
testbed is provided next. ¢ Compliant Leg- ™

\ qLS:m‘h%q“"“ qLA:quEhi;qshm

@ (b)

Fig. 2. (@) Thevirtual compliant legcreated by the drivetrain through

. . . . _a set of differentials. The coordinate system used for thi@lje is also
MABEL is a planar blpedal robot comprlsed of fIV(:}mdicated. Angles are positive in the counter clockwisection. (b)

links assembled to form a torso and two legs with knee®ABEL's drivetrain (same for each leg), all housed in the tor§wo
see Figure 1. The robot Weigﬁé kg, hasl m |0ng Iegs, motors and a spring are connected to the traditional hip agd jaints
. . via three differentials. On the robot, the differentiale aealized via
and is mounted on a boom of radia25 m. The legs cables and pulleys (Hurst, 2008) and not via gears. Theyameected
are terminated in point feet. All actuators are located uch that the actuated variables are leg angle and leg sbaffeat the
the torso, so that the legs are kept as light as possibféting is in series with the leg shape mofor. The base d"tggg@i”
L . . . . .. _grounded to the torso and the other end is connecte Bin
this is to facilitate rapid leg swinging for running. Unllkegifferential via a cable, which makes the springilateral. When tﬁe
most bipedal robots, the actuated degrees of freedomspfing reaches its rest length, the pulley hits a hardstmméd by a
each Ieg do not correspond to the knee and hip ang|égry stiff damper. When_ this happens, the leg shape motor isalfor
Instead, for each leg, a collection of cable-dif“ferentiall%t(-ents and purposes, rigidly connected to leg shape thraugear
' ' tio.
is used to connect two motors to the hip and knee joints
in such a way that one motor controls the angle of the

virtual leg (henceforth called the leg angle) consistingG. Contributions
of the line connecting the hip to the toe, and the secondThe key results of the paper are summarized next.
motor is connected in series with a spring in order t8 HzD-based controller is designed for running such
control the length or shape of the virtual leg (hencefortihat the natural compliant dynamics is preserved as
called the leg shape); see Figure 2. The motors drive thgs dominant characteristic of the closed-loop system
links through a transmission that comprises of sever@sumng in a compliant hybrid zero dynamics. Further-
pulleys connected by cables. The reader is referred dgyre, the choice of the virtual constraints makes the
(Park et al., 2011; Grizzle et al., 2009; Hurst, 2008) fakompliant hybrid zero dynamics actuated. Active force
more details on the transmission. control is implemented within the HZD to create a virtual
The springs in MABEL serve to isolate the reflectedompliant element, allowing the effective leg stiffness to
rotor inertia of the leg-shape motors from the impadie varied throughout the gait. Stability analysis using the
forces at leg touchdown and to store energy in th@ethod of Poincdr is then carried out to check stability
compression phase of a running gait, when the suppeftthe closed-loop system. The nominal periodic orbit is
leg must decelerate the downward motion of the robotinstable and a linear event-based outer-loop controller
center of mass; the energy stored in the spring c@ implemented to exponentially stabilize the running
then be used to redirect the center of mass upwargsit. Simulations demonstrate that the resulting closed-
for the subsequent flight phase, when both legs are @dbop system is not adequately robust to perturbations
the ground. These properties (shock isolation and enerigythe knee angle at impact. For obtaining successful
storage) enhance the energy efficiency of running aestperiments, the robustness to perturbations needs to
reduce the overall actuator power requirements. MABEbe improved and an additional nonlinear outer-loop
has a unilateral spring which compresses but does ngintroller is formulated based on insight from simplified
extend beyond its rest length. This ensures that spring@®dels.
are present when they are useful for shock attenuationNext, before deploying the controller on the testbed,
and energy storage, and absent when they would beteetching in the cables that connect the pulleys of the
hindrance for lifting the legs from the ground. transmission is addressed. Cable stretch is neither part
In (Sreenath et al., 2011), walking controllers weref the control-oriented model nor part of the nominal
designed for MABEL such that the natural compliantontrol design. However severe cable stretch is present
dynamics is preserved in the closed-loop system, ein-the leg shape direction and the method of virtual com-
suring the compliance performs the negative work @liance enables addressing this very easily. The stiffness
impact and thereby resulting in energy efficient walkingf the virtual compliance is modified to account for cable
gaits. Moreover, the nonlinear compliant Hybrid Zerstretch. This controller is implemented on MABEL with
Dynamics controller was implemented on MABEL andgassive feet and with point feet to realize stable running
was instrumental in obtaining fast walking at a topnotions. With the passive feet, running was realized at
sustained speed df5 m/s 3.4 mph.) an average speed df07 m/s, while with point feet,

B. Description of MABEL



running was realized at an average speed.66 m/s of the robot in the sagittal plane. A set of coordinates
and a peak speed &£06 m/s. About40% of the gait suitable for parametrization of the robot's linkage and
was spent in flight, with estimated peak ground clearant@nsmission isge := ( GLA..; mLS..; @Bsp..; (LA
of 7 to 10 cms. Figure 1 illustrates a composite imagenrs.,,; ¢Bsp., ; ¢Tor; pﬁip; Phip ), the subscriptst and
of the running gait for MABEL. sw refer to the stance and swing legs respectively. As
The remainder of the paper is organized as follows Figure 2,qr., is the torso angle, anga_,, gmrs.,,
Section Il presents a hybrid model for running thaand g¢ps,, are the leg angle, leg-shape motor position,
will be used for controller design. Section Il givesand Bg.ine POSition, respectively for the stance leg.
a detailed presentation of the controller design forhe swing leg variablesjpa,,,, ¢mrs., andggsp,, are
achieving exponentially stable running gaits. Next, witdefined similarly. For each legy,s is determined from
an eye towards successful experimental implementatiop,r,s andgps, by
Section IV presents modifications to the controller design
to address cable stretch along with details on an event- qrs = 0.0318¢mrs + 0.193¢p4p- @
based outer-loop controller for increasing the robustnesfis relation reflects the fact that the cable differentials
to perturbations in the knee angle at impact and {§lace the spring in series with the motor, with the pulleys
imperfections in the ground contact model. Section Ytroducing a gear ratio. The coordinatpﬁp,pﬁip are
describes the experiments performed to demonstrate {he horizontal and vertical positions of the hip in the
validity of the designed controller. Section VI discussesagittal plane. The hip position is chosen as an indepen-
various aspects of the robot and the feedback controligént coordinate instead of the center of mass because
that are revealed by the experiments. Finally Section Vil was observed that this choice significantly reduces

provides concluding remarks. the number of terms in the symbolic expressions for the
dynamics.
[I. CONTROL-ORIENTED MODEL FORRUNNING The equations of motion are obtained using the

This section develops an appropriate mathematiciethod of Lagrange. The Lagrangian for the uncon-
model for the study of running. A hybrid model isstrained system’. : TQ. — R, is defined by
developed, comprised of continuous phases representing L=V )
the stance and flight phases of running, and discrete e e
transitions between the two. Standard model hypothesgkere, K, : TQ. — R andV, : Q. — R are the
for a running gait and rigid impact as in (Westerveltotal kinetic and potential energies of the mechanism,
et al., 2007, pp. 50-51) are assumed. In particular, thespectively. The total kinetic energy is obtained by
stance phase is a single support phase with one featmming the kinetic energy of the linkagkli"*, the
assumed pinned to the ground, while the flight phase hieisetic energy of the stance and swing leg transmissions,
both feet above the ground. The stance to flight transitidg{ "=, Ktres=» and the kinetic energy of the boom,
is usually a trivial lift map (Westervelt et al., 2007);K%°™,
however, for MABEL, due to the unilateral spring, this . in . — .
transition models an internal impact of the spring with a Ke (ges Ge) = K™ (des o) + K™ (des de) + ()
hardstop (see Figure 2(b)). The flight to stance transition KL (e, Ge) + K™ (Ges Ge) -

models an instantaneous rigid impact, representing thie |inkage model is standard. Physically, the boom
impact of the swing toe with the ground. Both impactonstrains the robot to move on the surface of a sphere,
models are based on (Hurmuzlu and Marghitu, 1994).4ng a full 3D model would be required to accurately

This developed model will be employed for designing,,qe| the robot and boom system. However, we assume
a controller to achieve exponentially stable running m@pe motion to be planar and, as in (Westervelt, 2003
tions. Prior to experimental deployment, the designgd g4) only consider the effects due to mass and inertia
controller will be validated on a higher-fidelity modelf the hoom. This will introduce some discrepancies be-
(Park et al., 2011) that relaxes a few assumptioRgeen simulation and experimental results. The symbolic
made here to closely represent the experimental testbgglyressions for the transmission model are available
Control design using the higher-fidelity model is noppjine at (Grizzle, 2010b).
computationally feasible and further details regarding gimilar notation is used for the potential energy,
this are postponed to Section IV-B. Link trans

Ve (ge) = Ve (ge) + V™" (¢e) +

A. MABEL’s Unconstrained Dynamics VIranse (ge) 4+ V30O,

The configuration space&). of the unconstrained Due to its unilateral nature, the spring is not included in
dynamics of MABEL is a simply-connected subset ofhe potential energy of the transmission; only the mass of
S7 x R?: five DOF are associated with the links in thahe motors and pulleys is included. The unilateral spring
robot’s body, two DOF are associated with the springs considered as an external input to the system.
in series with the two leg-shape motors, and two DOF With the above considerations, the unconstrained
are associated with the horizontal and vertical positiambot dynamics can be determined through Lagrange’s

(4)



equations idr,, Q.

d 0Ls 0L r 5 s € Ty, Qs ——> s € T, Qs
% 8(je a aQe Y ( ) \fﬁber/
where, T, is the vector of generalized forces acting on (DY), ) (D), (q,)
the robot and can be written as, e € T (g))@e
Fe - Beu + Eext (QE) Fext+ (@
: . (6) ido.
BfrichMc (Qea Qe) + Bsstp (Qea Qe) s gs € QS > (s € QS

where the matrice®,, Eext, Bfric, and By, are derived (base)
from the principle of virtual work and define how the T, I,
actuator torques:, the external forced.,; at the leg, .€e0
the joint friction forcesr;,., and the spring torques,, ¢ ) °
enter the model, respectively. ®)
Applying Lagrange’s equations (5), with the kineticrig. 3. The commutative diagram between the state spaceséor th
and potential energies defined by (3) and (4), respg@nstrained stance dynamics and the unconstrained dynastsbewn.

. . . A similar diagram exists for the state space of the flight dyranhis
t'Vely' results in the second-order dynam|cal model is not shown here, but is easily obtained by replacing alktitescripts
De (qe> q.e + Ce (qe7 q.e) q.e + CYVe (qe> = Fe (7)

for the stance phase with those of the flight phase.
for the unconstrained dynamics of MABEL. Hef®, is
the inertia matrix, the matrixC, contains Coriolis an
centrifugal terms, and-, is the gravity vector.

¢ be obtained from the stance velocity through the
differential of the mapY's at the pointgs € Q, i.e.,

Ge = (DTS)QS (s) » (10)

B. MABEL's Constrained Dynamics where (DTs)qg L T,.Qs — Ty (g Qe Similarly, the

The model (7) can be particularized to describe thstance velocity can be obtained from the unconstrained
stance and flight dynamics by incorporating propeselocity through the differential of the mafi, at the
holonomic constraints. This results in lower degree goint ¢, € Q., i.e.,
freedom models for the stance and flight phases. ) )

1) Dynamics of Stance:For modeling the stance Gs = (D), (de)
phase, the stance toe is assumed to act as a pas@juere (DIL), TyQe — Ti.(q)@s. Moreover,
pivot joint (no slip, no rebound and no actuation)(DHs)T,(q_)O(DTs)q_ =idr, Q.-

Hence, the Cartesian position of the hi {}iwpﬁip . The resulting constrained Lagrangidh : 7Q, — R
is defined by the coordinates of the stance leg amén be expressed as

torso. The springs in the transmission are appropri- Ly = Lo (gorde) |
ately chosen to support the entire weight of the robot, ~° =~ ~° der Qo) 1 gepy, =0.plie,, 0P, =0}

and hence are stiff. Consequently, it is assumed thaid the dynamics of stance are obtained through La-
the spring on the swing leg does not deflect, that igrange’s equations, expressed in standard form as
qBsp,, = 0. It follows from (1) that ¢,1s,, and ) o

qus,, are related by a gear rati@;,rs., is taken as Ds (gs) Gs + Cs (gs, 4s) §s + Gs (gs) = T, (13)

the independent variable. With these assumptions, tgere I, .— Batt + B ricTfric (s, 6s) + BepTap (s, ds)
generalized configuration variables in stance are takgine vector of generalized forces acting on the robot.

aSqs = (QLA. GmLS.. MBsp., 5 QLA i GmLS.,§ (Tor) - The state-space form of the stance dynamics, with the

The stance dynamics_, is obtaint_ed by applyingiate vectorr, := (gs; ds) € TQs, can be expressed as,
the above holonomic constraints to the

unconstrained dynamic model of Section II-A. iy 1= ds| _ ds + 01 u
Dg ' By (14)

(11)

12)

The stance configuration space is therefore a ds —D ' H,
co-dimension three submanifold ofQ., i.e., =: fs(ws) + gs(xs)u,
Qs = {ge€Qc | gBsp,, = 0,0, =0,Phe, =0} where, f., gs are the drift and input vector fields for the
For later use, we denote by stance dynamics, anfl, := C. (g, ds) ds + G (gs) —
o = Y <QS) (8) BiricTrric (q57 Qs) — BspTsp (QS7 q&)
2) Dynamics of Flight: In the flight phase, both
the value ofg. whengs € Qs, and by the feet are off the ground, and the robot's center of
_ mass follows a ballistic motion under the influence
qs = 1 (Qe) (9)

of gravity. Thus the flight dynamics can be modeled
the value ofg. projected onto)s C Q., such that, by the unconstrained dynamics developed in the
II;o Y = idg, as suggested by the commutative diagraprevious section. Further, for reasons mentioned for
of Figure 3. Further, the unconstrained velocitycan the swing leg during the stance phase, and the fact



that neither leg is in contact with the ground during. MABEL's Transitions

the flight phase, it will be assumed that the springs 1) Stance to Flight Transition MapPhysically, the

on each leg do not deflect during the flight phasgqpot takes off when the normal component of the
Therefore,gpsp = 0,¢psp,, = 0. This assumption is 4.qynd reaction force acting on the stance 8., |,
computationally advantageous since it eliminates the..omes zero. The ground reaction force at the stance
stiffness in the model while integrating the differential e can pe computed as a function of the acceleration
equatiqns._Thus, th_e configuration space _of the fliglt the com and thus depends on the inputs U/ of
dynamics is a co-dimension two submanifold O, the system described by (14). To formally express the

e, Qr = {g€Q.] 4Bsp,, = 0, gBsp,,, = 0}'_ takeoff event, we first define a trivial fiber bundle,
It follows that, the generalized configuration
variables in the flight phase can be taken as m: B = TQs, (22)
q - q q g q g .ph‘ .pv. .
F LAse> dmLSse> LA dmLSsw> ATor> Phips Phip )+ where B = T'Q, x U. Mathematically, takeoff occurs

For later use, we denote by when the solution of (14) intersects the co-dimension

=T 15) ©ne switching manifoldS;_,; in the fiber bundle (22),
q £(qr) 15 Lefined as,
the value ofg. wheng; € Q¢, and
4 ar € Qs St 1= {(xSaU) eTQsxU | Hs—>f(x57u) = 0}7
g = i (e) , (16) (23)

where the threshold functiofl,_; : TQs x U — R is

the value ofg. projected ontoQ; C Q., such that, defined asH, ,¢(xzs,u) = Ff,_, with F, being the
II; o Ty = idg, as suggested by the commutativewormal component of the ground reaction force at the

diagram of Figure 3 after replacing the subscripts fatance foot.
the stance phase with those of the flight phase. Further,The stance to flight transition mag\s_,¢ : Ss—¢r —
the unconstrained velocity, can be obtained from the T'Q;, is defined as
flight velocity ¢; through the differential of the maif;

at the pointg; € Qy, i.e., - (x_ u_) .

de = (DY¢),, (4¢), 17)

quf(qg)
(Ag—n”)q; (qgvui)

where,z; = (¢;;¢; ) € TQs is the final state of the

where (DYy), : Tq,Qr — Ty (q)Qe. Similarly, the giance phase and~ € ¢/ is the input at this instant.

stance velocity can be obtained from the unconstraingge pase and fiber component&!  : Qs — Qs
- —f - !

vel_o<t:ity through the differential of the mafd; at the (AT )y ¢ ToQs x U — Tas ()@ define the
pointge € Qe, 1., transition maps for the configuration variables and their
. . velocities, respectively. The initial state of the flight

= (DII 1 . .. .
g = (DILe),, (Ge) (18) phase,z; € TQy, is the post transition state and is

where (DHf)qf 0 T.Qe — Tryq.)Qs. Moreover, obtained as,

] . (24)

(DIIy) o (DY), =idr, q;- + -
Thug,f(tqﬁia resultinqgf Lagraﬁcéiaﬁf : TQ¢ — R in the o= Besr (o, u7). (25)
flight phase can be expressed as On transition from the stance to flight phase, the
stance leg comes off the ground and takeoff occurs. The
L (g, 4e) = Le (e, de) lgpop., =0.qp0p,, =05 (19) linkage joint angles do not change over this instanta-

Repus transition. During the stance phase, the spring is

compressed. When the stance leg comes off the ground,

the spring rapidly decompresses until it reaches its rest

Ds (¢¢) s + C (qe, d¢) Ge + G (q¢) =Ty, (20) position. At this instant, there is an impact of the pulley
Bgpring hitting the hard stop. Mathematically, this is

where,I's := Byu + ByricTrric (45, dt) + BopTop (gr,Gr)  captured by the impact mapgy, : 7Q. — TQ.

is the vector of generalized forces acting on the robotrepresenting the impact with the hard stop. The base and
The state-space form of the flight dynamics, with théber components of the stance to flight transition map

state vectors := (gr; ¢r) € TQt, can be expressed as, can then be expressed using the impact map as,

and the flight dynamics can be expressed in the stand
form as

Lt bt
) = |-DtH:] T | Dyt @y o R
=: fe(xs) + ge(zs)u (Bisp)gr =( f>A‘éf,p°Ts(q:) © (ASp)r,(g7)° @7)
(DYs),- o,

where, f;, gr are the drift and input vector fields for
the flight dynamics, and?; = Ct (¢r, ¢r) ¢ + Gt (¢r) — such that diagram of Figure 4 commutés,, II; are as
BiricTrie (Gr, 4r) — BspTsp (¢t Gt). in (8), (16) respectively, and is as defined in (22).



A (Aq )q§

—f L s—f .
G5 €Q—>qf €Qr (G ) € Tpr Qs X U — G € Tps_ ()@
T (base) I (DYs)y-om (fiber) (DIt) At or.(ar)
Py ~+
U € Qo> aF € Qe de' € Ty () Qe ————> e & Tay, o)
stp = UBsp (ASep)r, ()

(@) (b)

Fig. 4. Commutative diagrams for obtaining the (a) base, andit{bj components of the stance to flight transition map.

The rest of this section will focus on deriving the basand A%,  is as defined in (28). With this, the base and
and fiber components of the impact magy,,. fiber components of the stance to flight transition map,
As per earlier discussions, the impact of the pulleg24), are completely defined.
Bspring With the hard stop requires a change in the 2) Flight to Stance Transition MapThe robot phys-
position of the transmission variable (specificallyr,s,,) ically transitions from flight phase to stance phase when
such that the linkage positions are invariant. Thus thee swing toe contacts the ground surface. It is assumed
impact map for the coordinates can be expressed as that there is no rebound or slipping when this contact
AL Tl (28) occurs. T_hus, mathem_atically, this transitio.n occurs when
Stp - Bsp the solution of (21) intersects the co-dimension one
where IIg,, is a projection from@. onto the co- switching manifold defined as,
dimension two submanifold{ge. € Qc | gBsp,,
0,¢Bsp,, = 0} such that the linkage cogrdinates Sts = {zr € TQr | Hiss(zr) =0}, (39)
(4.4, qrs, gror) remain invariant under the projection.yhere the threshold functiodl; .. : TQs .. — R is
Thus IIg, resets the spring to its rest position bjefined asH;_,,(z) = Pl With p.  being the
modifying the leg-shape motor position such that the legztical component of the swing toe.

shape position itself is unchanged. _ The flight to stance transition map\; s : St_s —
Next, the impact map for the velocities is derivedr() s defined as

as follows. Letrr to be the impulsive torque being

applied at the pulleyB,.in, due to the stopper. Then B Af(ar)
the generalized external impulsive force acting on the Aros (If ) = ( g ) ) ; (36)
system is obtained from the principle of virtual work as, f=slq
Oqpep,, " where, z; = (¢ ;47 ) € TQr is the final state
Foxt = T TR- (29) of the flight phase. The base and fiber components,

. AL Qe = Qu (AL g - TuQr = Tay (40@s
~ We have two constraints that need to be satisfied. Tﬁéfine the transition maps for the configuration variables
first condition is the trivial post impact velocity of thegng their velocities, respectively. The initial state of th

spring on the stance leg to be zero. The second conditign, e phase;t € TQ,, is the post impact state and is
is obtained by integrating the unconstrained dynamic§ptained as i

(7, over the duration of the instantaneous event. These zt = Ay (a:;) _ 37)
conditions then are,
The impact being modeled here is that of the swing leg

. dBsp,, . . . . ..
qgspst =0 = Tp‘q: = 0. (30) impacting the ground. Mathematically, this is captured
) B e_ by the impact mapAg.nq : TQ. — TQ. representing
De (¢F) de” = De (4c7) 4 = Fext (31)  the impact with the ground. The base and fiber compo-

From (29)-(31), assembling the constraints and sol(€NtS of the f'Iight to stance transition map can then be
ing for the post-impact velocity, we obtain the map, ©€XPressed using the impact map as,

(A%tp) (ge) =11 0 AL Boost (32) Als =Tl o o Agy o Tr, (38)
Ge .
where, (AL =(PIs)ag, oy © B © (39)
aqgsf’st 0 (Aq(;nd)"rf(q;) © (DTf)qf*7
_ e
Asor = D, (AqStp(qe_)> _%T ’ (33) such that diagram of Figure 5 commutég,, II; are as

in (15), (9) respectively, and® is a linear operator rep-
B o — 0 34 resenting coordinate relabeling as found in (Westervelt
s7ET D (g0) 65 | (34) al., 2007, p. 57).



g (A?%s)q; .
. _ v
4 € Qi ——> g €Q, G €T Cr > 05 € Tay | (qr)@s
T; (base) mor  PY0g (fiber) (DIs)ag, oreiar) © B
P .+
4. € Qe qz_ € Qe e € TTf(qf_)Qe g e € TA(é;ndOTf(qf_)Qe
A%nd = idQe (AGnd)Tf(qf_)
(a) (b)

Fig. 5. Commutative diagrams for obtaining the (a) base, andit{bj components of the flight to stance transition map.

The rest of this section will focus on deriving the base 0
and fiber components of the impact mag;,,. Biss = e (47)
The instantaneous impact with the ground does not De (45 ) e

result in a change in the linkage positions. Further singg,q AL, is as defined in (40). With this, the base and

both legs are off the ground, the springs are at th&jper components of the flight to stance transition map,
rest positions and thus the position of the transmlssung) are completely defined.

variables are invariant under this impact. Thus the impact
map for the coordinates can be expressed as _ )
D. Hybrid Model of Running

q 3
Agna = 1daq.. (40) The hybrid model of running is based on the dynamics
Next, the impact map for the velocities is derived ageveloped in Sections 1I-B1, 1I-B2, and transition maps
follows. Let Ir to be the impulsive force on the footderived in Sections II-C1, II-C2. The continuous dynam-
due to the ground-foot impact. Furthermore tet be ics with discrete state transitions between the stance and

the constraint torque at the pullé¥s,,ing t0 Maintain  flight phases is represented as,
the spring at its rest position (This is not an impact

torque, but just a torque required to continue to enforce;_ . { s = fs () T 9s (}'S> w, (l's:’“:) ¢ Ssot
the constraint). Then the generalized external impulsive o =D (w5,u7), (x5, u7) € Seoss
force acting on the system is obtained from the principle (48)
of virtual work as, s { &y = fr (@) + g¢ (ze)u, 7 & Sios
T T ) ot = - -
oe 0 S "ES—AfS{,C s x ESfS
P = oo 7y <QB ") The  (41) = () f
0qe 0qe

We have three constraints that need to be satisfied at I1l. CONTROL DESIGN FORRUNNING

impact. The first condition is for the new swing leg to This section presents a controller for inducing stable
have zero spring velocity. The second condition is for thiginning motions on MABEL. The controller will create
new stance toe to have zero velocity. The third constrai@d actuated compliant HZD, and enable active force
is obtained by integrating the unconstrained dynamicgpntrol within the HZD.

(7), over the duration of the instantaneous event. TheseSimilar to walking, a set of virtual constraints is

conditions then are, chosen so that the open-loop compliance of the system
- Opsp,, . is preserved as a dominant characteristic of the closed-
Ipsp,, =0 = e 0. (42) loop system. In addition, active force control will be in-
N troduced as a means of varying the effective compliance
e =0 = %q: =0, (43) of the system. The motivation for this control approach
- 9qe is elaborated in Section IlI-A.
De (¢7) dF — De (42) 4 = Fext, (44) This section is organized as follows. Section IlI-A

. . motiv h ntrol ign for em in ive for
From (41)-(44), assembling the constraints and soIv-Ot ates.t e o tro des_g or embedding active oree
. ; ] . control within the compliant HZD framework. Section
ing for the post-impact velocity, we obtain the map, . ) .

[1I-B will present a high-level overview of the control

(Agnd) (qg) — [_r 0 0} A7t Bi, (45) design. Section IlI-C presents the virtual constraints for
Ge

e the stance phase of running that result in a restricted

where, dynamics that is compliant and actuated; the associated
94Bspy; 0 0 zero dynamics are given in Section IlI-D. Section IlI-E

4 ap?fjsw 0 0 specifies the controller used for the active force con-
f=s = d4qe { " 5 |’ trol which provides a means of varying the effective
De(AL,,4(a0)) —dp(,;;:'sw — ”gq“ compliance of the system. Section IlI-F presents the

46) virtual constraints for the flight phase of running and



Section IlI-G presents the associated zero dynamics.In summary, there is a need for a control strategy
Section llI-H presents the hybrid restricted dynamichich can dynamically vary the effective compliance of
model. Section llI-I presents the optimization proceshe leg. In addition, active force control has been sug-
for gait design. Section IlI-J presents one fixed poirgested as a way to increase robustness to perturbations
representing a periodic running motion. Section IlI-Kn ground height and ground stiffness in (Koepl et al.,
presents the closed-loop control design for exponential010). In the following sections, we develop a controller

stabilizing the periodic orbit. based on virtual constraints and the framework of hybrid
o . zero dynamics to have the capability of dynamically
A. Motivation for Control Design varying the effective leg stiffness.

In the walking experiments reported in (Sreenath et al.,
2011), the spring on the stance leg compresses on impgctOverview of the Control Method
and decompresses nearly to its rest position witlio
ms. This property is dependent on the mass of the ro

and Sprng st|ﬁness. Using the same set of springs chEbust to perturbations so as to accommodate inevitable
running, a_n_d with the contr.ol strategy of h_oldlng th(:‘iiifferences between the model and the robot. Virtual
motor position constant at impact, would yield StaNCE, hstraints are used to impose constraints on the robot’s

times of around100 ms. Since there is no ContrOIdynamics in the stance and flight phases. By a judicious

authority on the torso in the flight phase due to thce,hoice of variables on which the constraints are to be

conservation of angular momentum, any errors on tr?l‘?‘lposed, the resulting restricted stance dynamics is made

tprso positions have to be corrected (_juring the Stan(‘38mpliant and actuated. The control input in the zero
time. Feedback to correct the potentially large errord<ynamiCS for the stance phase is used to change the

for the torso within100 ms would place large torque effective compliance of the robot. Discrete-event-based

requirements on the actuators and would potentially t3:%ntrol is then employed to (a) create hybrid invariance,

infeasible. (P

Hence, longer stance times are necessary. One sq LP exponentially stabilize the periodic gait, and (c)
, 'ong Y- increase the robustness to perturbations in the knee angle

tion to obtain longer stance times would be to reducet impact and to imperfections in the ground contact

the spring stiffness by physically replacing the spring%]Odel as will be seen in Section IV
To achieve the control objectives, the feedback con-

present in MABEL with softer springs. However, as
investigated in Rummel and Seyfarth (Rummel a"‘?ollerintroduces control on three levels. Figure 6 depict
he overall structure of the running controller. On the

Seyfarth, 2008), having compliance in the joint leve
with segmented legs results in a nonlinear relationshmst level, continuous-time feedback controlléi$ with
%p.= {s,f} are employed in the stance and flight

between leg compression and leg force. Thus, reducin
the spring stifiness on MABEL would have the effec hases to create invariant and attractive surfaces embed-
d in the state space for each of the respective phases.

of the robot collapsing at moderate leg compressio
owing to the fact that the less stiff spring is not ablerhe discrete-time feedback controlldig: are employed

to prowgle _s_ufflment leg force to hold up the robot. Th'?n the transitions between the phases in order to render
would significantly reduce the range of impact angles f

h rf hybrid invariant. For later referen h
the knee for which the springs could support the weig(l%ghefse su ac;s ybrid aTa L For later referencegthes
. -surfaces are€, » 5..) C TQp.
of the robot. Thus, there is a need to vary the effective
On the second level, an event-based controllér

compliance of the leg in different parts of the stance
. . . performs step-to-step parameter updates to render the
phase without resorting to softer springs.

We look now at inspiration from biomechanical studperiOdiC orbit, representing running and embedded in
}hese surfaces, exponentially stable. Finally, as will be

ies. Ferri I., (Ferri Farley, 1997; Ferri ) ; .
les. Ferris et al., (Ferris and Farley, 1997; Ferris et ad(ljscussed in Section 1V, on the third level, another event-

1 rri Xperimen n human runner
998) carried out e be e_ts on human runners a'Based controllei™ performs step-to-step parameter up-
found that runners adjust their leg stiffness to accommg-

oL . ) . ates to increase the robustness to perturbations in the
date for variations in surface stiffness, allowing them tE

N . . ee angle at impact and to imperfections in the ground
maintain similar running mechanics (e.g., peak groun
ontact model

reaction force and ground contact time) on different . . . : ,
. : The remaining sections of this section will develop the

surfaces. Moreover, they suggest that incorporating an i . . .

. . ; . . rocedure described above in greater detail and make it
adjustable leg stiffness in the design of running robofd
is important if they are to match the agility and speed Sf
animals on varied terrain. Further, in a set of impressive _ )
experiments carried out by Daley et al., (Daley et alC- Virtual Constraint Design for Stance
2006; Daley and Biewener, 2006), where guinea fowl Recall that virtual constraints are holonomic con-
are subjected to large unexpected variations in grousttaints on the robot’s configuration variables that are
terrain, it is suggested that the animals can accommodatymptotically imposed through feedback control. They
this variation in ground height by varying their legwere used in (Sreenath et al., 2011) to synchronize the

stiffness. evolution of the robot’s links for synthesizing walking

The control objective is to design a periodic run-
g gait that is exponentially stable and sufficiently

athematically precise.



Sec.Iv il sl mlil By choosing to impose three virtual constraints, we
A e (RN I IR ' have three control variables to specify. The torso is
selected as one of the controlled variables (as was done
for walking). Since the torso represents ov&i% of

; the mass of the robot, the entry conditions for the torso
, Create ST T Mam,o,d:| ; into the flight phase are imperative for running. Due to
ey e L _Crese pybrd marance________________! the conservation of angular momentum, there is minimal
control authority on the torso position in the flight phase.
Fig. 6. Feedback diagram illustrating the running congroditructure. The initial conditions at the entry into the flight phase
Continuous lines represent signals in continuous time; ethdimes  essentially determine the evolution of the torso in the
represent signals in discrete time. The controllefsand T, create flight phase. Next, on the swing leg, the controlled

a compliant actuated hybrid zero dynamics. The contrallérensures : ; :
that the periodic orbit on the resulting zero dynamics madifisl variables are chosen as in walking. In summary, the

locally exponentially stable. The controllBf increases the robustnesscontrolled variables are
to perturbations in the knee angle at impact and to imperfestio

e B

the ground contact model. . LAy
Hf)Qs = |4dmLS.y | - (51)
qTor
gaits on MABEL. For walking, one virtual constraint 2y gpecification of the Constraintsthe virtual con-
was designed per independent actuator. straints for the stance phase of running are parametrized

For the stance phase of running, the virtual constraingy 5h order Bezier polynomials. The desired trajectory

are parametrized by, a strictly monotonic function of each of the controlled variables is denoted/y;
of the joint configuration variables. As in walking, wey,d.s S respectively with corresponding’a‘ifve:r

h005e), 10 b the absoIULE andle formed by (e virtuey i N9/ |
choosed; to be the absolute angle formed by the vir uaéoefflmentsQSLASW, oo ando,.. The desired ra-

compliant leg relative to the ground (see Figure 2(a)lsctories of the Virtual constraints are assembled as
ie.,

Os (QS) =T — qLA., — qTor- (49) hﬁibw (957 as)
. . By (05 as) = | hirs. (05, 0) | (52)
The virtual constraints for the stance phase can then be pos (0., )
expressed in the form L Tor TS s
where the Bzier coefficients are organized as
Ys = hs (gs) = Hogs — g (605) - (50) -
LA
We have two design choices to make: (a) The controlled as = |oprs., | - (53)
variablesHggs , and (b) the constraints;, (6s). | O,

1) Deciding What to Control:As motivated in the et we discuss the choice of the general shape of the
previous section, we need some means of varying h)gy,a| constraints. For running, we expect the torso to
effective compliance of the system for designing runningg leaning forward during most of the gait. However,

gaits that are robust and have stance phases that are;nvard torso velocity at the start of flight would
sufficiently long for torso correction to be feasible. SinCeagit in the torso having an excessive forward pitch
the transmission of MABEL places a spring in serieg; the end of flight due to the conservation of angular
with the leg shape actuator for the stance l@gis... momentum, requiring correction of a large torso error
force control on this actuator can be employed to vary th,jng the relatively small (compared to walking) stance
effective compliance of the system. To achieve this, We45e To prevent this, the virtual constraint for the torso
choose to impose virtual constraints on three controlled designed such that, at the end of the stance phase, the
variables using three of the actuators and leave the stapgg, is leaning forward but has a backward velocity.
motor leg shape actuator for active force control instead-l-he swing leg virtual constraints are chosen such
of gsing it for imposing an agditional virtual constrain.t,(hat the swing leg angle moves forward in the stance
This increases the dimension of the zero dynamiGsyase and the swing motor leg shape lifts the leg higher
which may seem counter-intuitive. Such a strategy ¢f provide ground clearance of the swing leg. These

choosing not to implement a virtual constraint usingqngiraints are similar to those designed for walking.
an actuator was employed in the past by Choi and

Grizzle (Choi and Grizzle, 2005) for the control of fully )

actuated planar bipeds with feet by not imposing a virtu&: Stance Zero Dynamics

constraint using the ankle actuator, and by PoulakakisThe open-loop stance-phase dynamics are given by
and Grizzle (Poulakakis and Grizzle, 2009b) on ASLIF14). By a change of coordinates, the inputs to the
where the leg force actuator is not used to enforcesgstem can be separated into two pairs - the stance motor
virtual constraint, but rather used to achieve a targktg shape input:,rs,, with input matrix By,s., and
zero dynamics that is diffeomorphic to the dynamics ai representing the inputs excluding the stance motor
a SLIP. leg shape input, with corresponding input mattx
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With this, the open-loop dynamics can be written in thes, a valid set of coordinates ofi,, is
standard form as, _

Os
~ S S
Dy (¢2) s + Hy (64: ) = Bunts s, + B, (54) I
2 GmLSg
. . . . : 1§ oL,
whereH, is as in (14). By the choice of the virtual con- g = 5’51 = | Famn, | (60)
straints, specifically choosing only three control varésbl & oL,
on which the constraints are imposed, the stance motor & OdmLs
leg shape input remains free and is not used for imposing aa_ﬁs
L gTor 4

a virtual constraint. We intend to implement active force _ - _
control on the stance motor leg shape input, in whichhis set of coordinates explicitly contains thi;ing
case, this becomes a function of the state, and with ¥ariable, which illustrates clearly that the zero dynamics
abuse of notation we can Write,1s, = umrs,, (zs). IS compliant:

With this, the state space representation of the stance - Ca0. 7
dynamics with active force control on the stance motor £ r. (];; 0
leg shape input is ‘s fs TE8Pat
9 P P §2 ‘Cf GmLSg 0
s £ ) 0
. ds 0o 1. g = gs| = | Famerac T T Sl (61)
&g = _ z ~|
s —DS le + l)S 1BmLSM UmLS, D;IB 5?) 6q8£s UmLS,,
~ B N 20 mLSg
=: fs (zs) + Js (xs) @ & ] or. 0
(55) L 9qror -

As discussed in Section I1Il-C, an output functigh  since the stance motor leg shape input explicitly appears
has been associated with the continuous stance dynamjigshe zero dynamics, in addition to being compliant,
with active force control in (55). The zero dynamics ishe zero dynamics for the stance phase is also actuated.
defined as the maximal internal dynamics of the systefthe force control we intend to implement needs to be a

that is compatible with the output being identically zergnction of the state on the zero dynamics, ig.rs., =
(Isidori, 1995). Differentiating the output twice with,, ¢ (z). )

respect to time results in

42y E. Active Force Control - Virtual Compliance
dt; = L?I hs (s, as) + L;}stshs (gs, ),  (56)

Through the choice of the virtual constraints, specif-
ically choosing only three control variables on which
whereL_;,stshS (gs, ), the decoupling matrix, has full the constraints are imposed, the stance motor leg shape
rank. Under the conditions of (Westervelt et al., 2007nput was left free and not used for imposing a virtual
Lemma 5.1), constraint. Thus we have a choice of the feedback
control to impose on this input. Among all the different

u (Ts, 1) 1= — (L§ L:he (g, as)> L2 he (20, ), feedba_cks that one can |m_plement, we choose something
) = fs (57) very simple - create a virtual compliant element. By

is the unigue control input that renders the smooth Si)((j_eflmng the feedback,

dimensional embedded submanifold UmLs., (Ts) = —kve (qmLs., — GmLs..), (62)

Zo = {xs € TQ. | he(ge, a0) = O,Lf_hs (s, 00) = a vi.r.tual complignt. element of stiffneslsvc, and rest
s (58 position ¢urs,. IS mplgmented using the motor leg
. . . 7 _shape actuator. An additional damping element could be
invariant under the stance dynamics (55); that is, f%\rolded if desired. The transmission of MABEL places
everyzs € Za., this virtual compliant element in series with the physical
- compliance. Since both these compliances are in series,
[ (2s) = [ (=) + §s (25) ug € T3, Za,. (59)  this method provides a means of dynamically varying
the effective compliance of the system.
Achieving the virtual constraints by zeroing the corre- This method of creating a virtual compliant element
sponding outputs reduces the dimension of the systemsing the choice of virtual constraints developed here
by restricting its dynamics to the submanifold,, has already shown great experimental promise and was
embedded in the continuous-time state SpAGR. Z., instrumental in maintaining good ground contact forces
is called the zero dynamics manifold and the restrictiofor large step-down experiments (see (Park et al., 2011)
dynamicszis = f|z,, (2) is called the zero dynamics.for 5 inches step-down, and (Park et al., 2012) for up to
As we will see next, the zero dynamics is actuated. g inches step-down.) As will be seen in Section IV-C,
As was done in walking, from the Lagrangian dynamvirtual compliance can easily account for cable stretch
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that was not part of the model for the control design. Next we have a choice of which variables we choose to
Further, as suggested in (Rummel and Seyfarth, 2008k the control variables on which the virtual constraints
depending on the knee angle at impact, the spring foraee imposed. For the flight phase, on the stance leg, the
appearing at the stance knee has a nonlinear relationdég angle and the motor leg shape are chosen. The stance
the spring compression, effectively making the sprinfpot needs to be lifted off the ground rapidly and this
softer as the knee bends. Using virtual compliance, ogan be achieved by bending the leg by repositioning
can vary the effective compliance based on the kn#iee stance motor leg shape, and also by moving the
angle at impact to account for this phenomenon, therelgg backward by repositioning the stance leg angle. On
preventing the stance knee from excessively bendinfpe swing leg, the swing foot needs to be unfolded
Virtual compliance can also be used to easily account for preparation for an impact. This can be achieved by
asymmetry in the robot. Further, there is a reduction iepositioning the swing motor leg shape. Finally, for
the number of parameters to be found in the optimizatiatirectly specifying the touchdown angle, the absolute leg
problem which will be discussed in Section IlI-I. Finally,angle of the swing leg is taken as a control variable.
another potential benefit would be to use this method fdhis has an added advantage that if the torso pitches
rapid motions, where moving a joint from one positioriorward excessively, the swing leg angle automatically
to another as fast as possible is sought rather thespositions such that the absolute leg angle is the desired
accurately moving it along a desired trajectory betwearalue at touchdown. In summary, the controlled variables

two points as typically done in virtual constraints. are
One potential disadvantage would be that we are GmLS.,
trying to implement compliance using an actuator. On Hig = QLA T qTor | (66)
its own, this has several problems associated with high 0 GmLS.,
bandwidth requirements on the actuator, and bad ef- quA,,

ficiency since the actuator would be required to do ) ) )
negative work. However, in this case, since the virtua] 1€ virtual constraints are parametrized by 6r-

compliance is in series with a physical compllancéjer Bezier polynomials. The desired evolution of each

the real spring would handle the high bandwidth anﬂf the cor:ltzolled variables are denoted My .

d,f
potentially perform any negative work. In which caséia.,...» MmLs.., @nd hi’y respectively with corre-
this is not a severe disadvantage of the proposed methéﬂondlng Bzier Coeﬁ'C'e”mmLs o OéfLAabsswv AmLS,,
Further analysis, beyond the scope of the current workd af , . The desired evolution of the virtual con-

should be done to confirm this. straints are assembled as
For future use, we assemble the independent parame- [ R (O, ar)
ters of the virtual compliance as,. € R? and defined N dfan 9’
as hly (6r, o) = hLdl,X pas Egﬁaf) : (67)
Oye = { Fve ] . (63) n(liLfssw( £ ag)
GmLSve | hra,, (05 0f)

. . . where the Bzier coefficients are organized as
F. Virtual Constraint Design for Flight g

o f

During the flight phase, neither foot is in contact with Cf“mLSst
the ground. The stance leg refers to the leg that was the of = aLanbssw ] (68)
stance leg in the previous stance phase, and similarly LS,y
for the swing leg. For the flight phase, we have four L afLAst

actuators available to impose virtual constraints. One
virtual constraint is designed per independent actuatop; Fllght Zero Dynam|cs
The V|rtual constramts in the fllght phase are ) ) ]
joint conflguratlon vanables For runnlng we chodse smce all actuators are employed to enforce V|rtual con-

) contlnuous flight dynamics defined in (21). Differentiat-
Or () = Phip- (64) ing the output twice with respect to time results in
The virtual constraints for the flight phase can then be 42 Y _ 1o
expressed in the form gz = Ll (e, ag) + Lge Lyihs (ar, ) u,  (69)
= he (qr) = Hige — hEy (6r) . (65) whereL,, Ly, he (g, ), the decoupling matrix, has full

rank. Under the conditions of (Westervelt et al., 2007,
Lideally, the horizontal position of the COM would be a goodick, Lemma 5.1)
since it is guaranteed to be strictly monotonic in the flighagh '
However, for experimental convenience, and due the factligatorso % L —1 79
for MABEL is heavy and the legs relatively light weight, thertzontal Ut (zg, ar) := — (Lg; Ly he (gr, ) Lff he (wg, 1)
position of the hip would also be monotonic. (70)
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is the unique control input that renders the smooth sipolynomials (Morris and Grizzle, 2009; Grizzle et al.,

dimensional embedded submanifold 2008) which are parametrized byéBer coefficients
and are updated at event transitions such that the post-

Zar = {2 € TQt | he (ar, 1) = 0, Lyche (w1, ) :701} transition state lies in the zero dynamics manifold of the

. iant under the flight d ics (21)- that i f( ) next phase. This is obtained by modifying the virtual

invariant under the flight dynamics (21); that is, for EVer¥onstraint at event transitions by introducing new outputs

% € Zay, for each of the the phasesc P
fi (ze) o= fe (2¢) + g5 (26) uf € To 2o, (72)
Y

Achieving the virtual constraints by zeroing the corre- Y& = hyp (¢p, o, A7) (75)
sponding outputs reduces the dimension of the system = H{q, — 1% (0, 05) — WY (Hp,a;) .

by restricting its dynamics to the submanifold,,

embedded in the continuous-time state sgacg. 2.,
is called the zero dynamics manifold and the restricti
dynamicsz; = f{|z,, (z¢) is called the zero dynamics.

From Lagrangian dynamics, a valid set of coordinaté)sOSt tra L . .
grang y yPt = 0,92t = 0. This is achieved by choosing

O'Ehe output consists of the previous output (50), (65),
and an additional correction term? such that the
nsition output and its velocity are zero, i.e.,

on zZ,, is ) . . i :

ITor the Begler coefﬁmentSag approprlately. Moreover, the
¢ ph. correction polynomial is designed in such a way that
1 pﬁ}fp the modified virtual constraint is smoothly joined to the
2 hip original virtual constraint at the middle of the current

aly= 3 = |2 (73) phase. The zero dynamics defined in Sections I1I-D,

i oc; and IlI-G can be defined to incorporate the new output
2 P, with correction polynomial to obtain the zero dynamics
6 oL manifolds Z,, .».

L Piip | Next, to implement a deadbeat event-based control

These coordinates are different from those chosen fetrategy to modify the virtual compliance parameters
RABBIT in (Westervelt et al., 2007, Chap. 9). Since theluring the stance phase of running, the stance phase
flight dynamics for MABEL, developed in Section II-B2,is broken into two subphases: the stance-compression
incorporates the boom dynamics, the angular momentyst) and the stance-decompression (sd). The framework
is not strictly conserved and a different set of coordinated virtual constraints with subphases, as developed for
for the zero dynamics is required. The zero dynamics vgalking (see (Sreenath et al., 2011, App. A),) is used
then given by to ensure that the division of the stance phase does
not affect the parametrization of virtual constraints pre-

e iffg};f’r sented in Section 1lI-C. The hybrid zero dynamics model
1 Lff hip for running that captures the continuous-time dynamics
2 fiPhip of the system in stance-compression subphase, stance-
jjid _ z;) — a?;ﬁi,. ) (74) decompresgon subphase, the_fhght phase, and the dis-
4 oL, crete transitions among them, is given by
‘;’ 8pﬁip
6 . . *
| 4 | T LN PP
H. Event Transitions » ;Ssd+ ; o;f,%d s } %5 € Ssessd
... . . . zd veC vC
The d|V|S|on_of running mt(_)_ thg stance aqq flight b= FF () }ZS ¢ Seist
phases necessitates the specification of transition maps ES(fl : e — 0
between the phases. In preparation for the next section, : T A ( sd—) } 2s € Ssd—f
we introduce correction polynomials so as to obtain T Sedot S
hybrid invariance of the zero dynamics manifolds. We Ze = ff (2) } 2t & Siovse
also model the hybrid dynamics on the zero dynamic§zd? 2 = Ap e (Zf) cs
manifold by concatenating the solutions of the parameter ot =ad Zf fse
dependent hybrid systems for each subphase. (76)

On transition from stance to flight or flight to stanceWherez € Za, o; andz € Z,, o« are the stance and
we require the post-transition solution to be on the zeftight zero dynamics coordinates respectively, < R?
dynamics of the subsequent phase. This ensures the 2&§1e Virtual compliance parameters, anf. for p €
dynamics manifold is hybrid invariant and enables uEs := {Sc,sd} are the constant independent parameters
to study the behavior of the restricted hybrid systenfor the virtual compliance that are to be specified.
Hybrid invariance is achieved by introducing correction The switching surfaces for the transitions are defined
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as
Ssessd = {ZS S Zas,a?; | Hy gy (zb) = ()}
Ssist = {2 € Zagaz | Heast (25) =0} . (77)
Sf‘)SC = {Zf € Z&f,a£ | Hf‘)SC (Zf) = 0} 1000

The threshold functions given below g™

Hyoysq =05 — O

Hggp := Hos¢ (78) .
Hp s := Hp s, g [
-10
where f; is a independent paramet_er to b_e specifie E : : : : =
H,_,+ and H¢_,, are as as defined in Sections [I-C1 0 01 02 03 04 0s 06 07

Time (s)

[I-C2 respectively. Note that the stance to flight threshold
function is defined a$i._.¢ : Ss—¢ x U — R. However, Fig. 7. Evolution of the virtual constraints and configuativariables

; ; ; ; r a nominal fixed point (periodic running gait) at a speedldf4
with the mputs_ all be'.”.g a .funCtlon of the. state (r_efeir;/s and step length.7055 m. The squares illustrate the location of
(57), (62)), this transition is t_hen essentially defineglansition between stance to flight phase.
on the stance to flight switching surfac§,_.;. The

transition maps provide the initial conditions for the

ensuing phase and are given below J. Fixed Point for Running
Asessa = id This section presents a nominal periodic running gait
Agisr = Aoyt (79) at1.34 m/s obtained by applying the optimization proce-

dure outlined in Section IlI-1 to the virtual constraints of
Sections 1lI-C, IlI-F, the virtual compliance of Section
with Ag ¢, A¢s as defined in Sections [I-C1, 1I-C21lI-E, and with the cost function (80). Figure 7 illustrates
respectively. Note that the stance to flight transitiothe nominal evolution of the virtual constraints for the
function is defined asA, .y : TQs x U — TQ;. stance and flight phases, along with other configuration
However, as mentioned earlier, since the inputs arevariables, for one step of running. The squares on the
function of the state, this mapping is essentially frorplots indicate the transition from stance to flight phase.
the stance state space. The step time is525 ms with 69% spent in stance
To find the set of values for the independent paramand 31% in flight. On entry into the flight phase, the
ters of the constraint design, and parameters of the vierso is leaning forward (negative torso angle) and is
tual compliance, we employ the above restricted loweretating backward (positive torso velocity). The swing
dimensional hybrid system and formulate the problem é&g angle travels roughl$7% of its total 47.5° during
a constrained optimization. the stance phaseand needs to travel the remaining%
in the flight phase which is of smaller duration. Thus the
) ) o velocities of the joints in the flight are high compared
. Gait Design Through Optimization to those of the stance phase. The instantaneous change
A periodic running gait is designed by selecting thé the stance motor leg shape position on transition to
free parameters in the virtual constraints, and the virtu#light is to reset the stance spring to its rest position in
compliance. As was carried out for gait design for walkthe flight phase.
ing in (Sreenath et al., 2011), an optimization problem Figure 8 illustrates the evolution of the leg shape and
is posed to minimize energy per step length, subject the stanceBg.in, Variables. The squares in the plot
constraints to meet periodicity, workspace and actuatimdicate the stance to flight transition and the circle in the
limitations. The equations of the hybrid zero dynamispring plot indicates the stance-compression to stance-
model developed in the earlier section, which are afecompression transition. During the flight phase, the
reduced dimension compared to the full dynamics, astance leg shape initially unfolds due to the large velocity
employed for efficiency of computation. of push-off during the final part of the stance phase
The cost function is given by, as the spring rapidly decompresses. During the stance-
compression phase the spring compresses, reaches its
Toom (as,af’asc)asd) S _ |u(t)|2dt, peak_\_/alue of almos36° and starts to decompress. On
ey pl (ar) Jo transition to the stance-decompression phase, the motor
(80) injects energy into the system causing the spring to

whereT is the step duration (stance plus flight time) anghpidly compress to a peak af°. At lift-off, when the
Pt is the step length. Minimizing this cost function

tends_to reduce peak torque demands and minimize theContrast this to that of humans, where the legs travel roagt
electrical energy consumed per step. of the range of travel during the stance phase.

Af s 1= Apg,

1 T1
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Fig. 8.  Evolution of the leg shape and stanBgping Variables Fig. 10. Evolution of swing Ieg height and_ vertical centernoass
corresponding to the nominal fixed point. The squares itistthe (COM) of the robot for the nominal fixed point. The COM trajegto
location of transition between stance to flight phase. Thelecon the clearly illustrates the lowest point of potential energyidg the stance

Bgpring Plot illustrates the location of thec to sd event transition. ~ phase and the ballistic trajectory in the flight phase, bdthwhich
are dominating characteristics of running. The squarestilite the

location of transition between stance to flight phase.
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Fig. 11. Vertical component of the ground reaction force foe t

01 02 03 04 05 06 o7 nominal running fixed point. At thec to sd event transition (indicated
Time (s) . . . :

by the circle), the change in the offset for the virtual cormptie causes

the spring to compress further which increases the grounctioea

Fig. 9. Actuator torques corresponding to the nominal fixetho ¢, -e considerably. Takeoff occurs when the ground readticce goes
The squares illustrate the location of transition betweance to flight to zero (indicated by the square.)

phase. The circle on themLSg; plot illustrates the location of thee
to sd event transition. Note that the torques are discontinabssance
to flight transitions. Also note the additional discontiyuior umLSg¢

at thesc to sd event transition due to the instantaneous change in tigigure 11 illustrates the vertical component of the ground
offset for the virtual compliance at this transition. reaction force. Immediately upon impact, during the
stance-compression phase, there is a peak in the ground

. . reaction force due to the spring compressing rapidly on
vertical component of the ground reaction force goes %pact. During most of the stance-compression phase,

zerq, the 59””9 is compressed to approximay. the force is fairly constant. On transition to stance-
F|gu_re 9 illustrates the actuator torques used to real'ﬂ%compression phase, the energy injection causes the
the gait. The stance and swing leg angle torques apglee 1o rapidly first increase and then go to zero at which

the swing leg shape torque are small compared to tBSint stance to flight transition occurs.
peak torque capacities of the actuators: 30Nm. The

stance leg shape torque is large, initially to support
the weight of the robot as the stance knee bends akid Closed-loop Design and Stability Analysis
subsequently to provide a large energy injection in The feedback presented in (57), (62), (70), when
the stance-decompression phase to achieve lift-off. Theed with the modified outputs (75), renders the zero
stance motor leg shape torque is discontinuous at thgnamics hybrid invariant. This feedback does not how-
stance-compression to stance-decompression transitéuer render the solution stable or attractive in any way.
due to an instantaneous change in the parameters fiorthe following, we introduce control action on two
the virtual compliance. All torques are discontinuous olevels with an inner-loop and an outer-loop controller. In
the stance to flight transition due to the impact of th8ection IV a third level of control action in the form of
spring with the hard-stop. another outer-loop will be introduced. On the first level,
Figure 10 illustrates the evolution of the swing le@ continuous-time controller is presented that in addition
height and the vertical position of the center of mass ¢d rendering the zero dynamics invariant also makes it
the robot. The swing foot is ovéis cm above the ground attractive. The hybrid invariance is still achieved thrbug
at its peak to offer good ground clearance for harithe correction polynomials on a event to event level.
impacts. During the stance phase, the COM undergo®s the second level, an outer-loop event-based discrete
an asymmetric motion with the lowest point of potentidinear controller is introduced to exponentially statsliz
energy being around2% into the stance phase. Duringthe periodic orbit representing the running gait. As will
the flight phase, the COM has a ballistic trajectory. Bothe seen in Section IV, on the third level, an additional
these motions are dominant characteristics of runninguter-loop event-based discrete nonlinear controller is
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introduced to increase the robustness to perturbations
the knee angle at impact and to imperfections in tr
ground contact model.

The classic input-output linearizing controller

N 1
u =u" (T, op) — Ly, Ly, by (ps p)

(Kp,P p+ Kp,D .p) (81)

ey
N
\

i

if \\‘P",

o Vet =Y \

|
AN
\
wherep € P, renders the zero dynamics both invariar
and attractive. The correction polynomials create hybr
invariance. Fore sufficiently small, the stability of the
fixed point under this control action can be analyze
through use of the restricted Poineamap (Morris and
Grizzle, 2005), i.e., the Poindarmap associated with Fig. 12. Stick figure plot of three steps of running. The staleg is
the invariant hybrid system presented in Section |ll-Hllustrated in red, while the swing leg is illustrated in bluStick figures
; [ ; with darker shades are in flight phase, while those with églshades
We ,C,OnSIderSSCﬁSd as a Poincar section. ,Then' the are in stance phase. From the stick figure it can be easilycaediinat
stability of the fixed point can be determined by thene fiight phase lasts arouri®% of the gait.
restricted Poinc& map defined as: Ss. siNZa, a5 —
Sscssd N Za, 0. Using this restricted Poindarmap,
we can numerically calculate the eigenvalues of ifSoint to obtain the discrete-time linear system
linearization about the fixed point. The analysis shows

that the running gait obtained by optimizing (80) and 5, .s— k+1] = OPg 5 [k] +
with the closed-loop controller (81) is unstableith ® e P
a dominant eigenvalue of.1928. Thus, an additional dPs (84)
controller needs to be designed to stabilize the running B | - Blk],
fixed point. (@"7,0)
EXponentiaIIy Stab|||2|ng Outer-loop ControlleAn where (ngc_ — x:C— _ x:C—*_ Discrete LQR is used

0utel’-|00p discrete event-based linear controller can R@ design a linear feedback such that the C|Osed_|oop

designed to stabilize the discrete linear system reprgigenvalues are within the unit circle. The feedback can
senting the linearized Poin&map, as was done forpe written as

the planar hopper Thumper in (Poulakakis and Grizzle,

2009a) or a 3D biped in (Chevallereau et al., 2009). We  3[k] = ['¥(62% [k]) := Kqréz>"[K]. (85)
identify certain parameters that can be varied step-to-

step, and which could possibly affect stability of thdhis procedure is carried out numerically, and for the

fixed point. These are assembled@s B presented fixed point, the dominant eigenvalue of the

i ) Poincaé map with the feedback” is found to be
B, 0.8383, which concludes that the fixed point is locally
Br.. exponentially stabilized with this controller.
Brp

B=|Prrs | - (82) N

Si,stc L. Simulations
B As seen in the previous section, the obtained running

L Fror fixed point is unstable, and a static outer-loop event-

based controller I{’) was designed through LQR to
exponentially stabilize the fixed point. In this section
we carry out simulations of the closed-loop system
comprised of the open-loop system with the following
offset. . ;

controllers:T'y;, the continuous-time controller that cre-

The full-order Poinca& map is considered for the ; . d . ¢ bedded in th
design (and subsequent experimental implementation)atF S Invariant and attractive surfaces embedded in the
sfance and flight phaselsy-, the discrete-time feedback

the I'? outer-loop event-based controller, and is define S .
. controller that render these surfaces hybrid invariard, an
asPg : Sg x B — S, with Sg := Ss.—s54, SuUch that

finally, ', that performs step-to-step parameter updates
2 [k + 1] = Pa(2% [k], BlK]). (83) to rgnder the periodic orpit e'xponentially stable.
Figure 12 depicts a stick figure for three steps of the
The full-order Poinca map is linearized about the fixedrunning gait, while Figures 13 - 15 depict phase plots
for the first50 steps of the running simulation, with the
3In fact all running fixed points that were found were unstable ~ position on the x-axis and the velocity on the y-axis.

where Bﬁw, 4 are the virtual compliance stiffness

dmLS

and offset for phgsp, Brp is the touchdown angledy,
is an offset to be added té,, and 1, is the torso
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Stance Leg Angle Stance Leg Shape Stance Motor Leg Shape Stance BSpring
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Stance -4000
150 7200 -6000 Stance -500
-200 Tqjcoff -8000 oo 1000
Swing Leg Shape 200 400 600 0 20 40 60
200 deg deg
150 50 (a) (b)
3 100 0 Fig. 15. Phase plot of (a) stance motor leg shape and (b) stance
g Bspring for the four phases of running: stance (red), takeoff(Black
50 -50 flight (green), and land (blue). Small circles on the plot dgrihe
Lam L100 stance phase indicate the location at which the controléckes from
0 stance-compression to stance-decompression subphaséise Btaince
160 180 200 0 motor leg shape plot, note that the takeoff phase is not cteaized

by a horizontal trajectory indicating that on takeoff, #hés a change
in the angle of the motor leg shape. This is as per the model in
Section [I-C1. For the stancBging plot, note that the location of
the transition from stance-compression to stance-decosipresccurs
slightly after peak compression of the spring. The energgciipn in
the stance-decompression subphase causes the spring tofinstess
further and then rapidly decompress. The takeoff phase iscteized
by a change in the spring position, as per the impact with thid-ha
stop to keep the position of the linkage variables invariamder this
transition. Also for the bspring, the flight phase is a tiipaase and
is characterized by a single point on the phase plot. Thisiéstd the
model that keeps the spring at its rest position in flight.

deg

Fig. 13. The four graphs depict the phase plots - joint angles
degrees (x-axis) versus their velocities in degress pesnske¢y-axis)
in the following four phases: stance (red), takeoff (bladlight (green)
and land (blue). The takeoff phase is the transition fromcstao flight
with no change in the joint angles and is characterized byicatr
trajectories in the phase plot. The land phase is the transitom
flight to stance and there is an associated jump in the joineardue
the interchange of the stance and swing limbs on landing. Butke
phases model an instantaneous impact.
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Fig. 14. Phase plot of (a) torso and (b) vertical positionhef hip for 10F
the stance (red), takeoff (balck), flight (green) and larldgpphases.
The torso joint angle remains unchanged for both the takewffland
phases and is characterized by vertical lines in the phaste Phe 0 02 0.4 06 o
takeoff phase for the vertical hip position is charactetiby a single ()
point on the phase plot indicating no change in position docity of

the hip on takeoff.
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Fig. 16. Three step simulation of5& perturbation in the impact value
of the leg shape. (a) Perturbation withad¥ outer-loop controller,
(b) Perturbation withI™ outer-loop controller. The nominal (no

IV. PREPARING FOREXPERIMENTAL DEPLOYMENT perturbation) plot is shown for comparision. The squareshenpiots
indicate locations at which the controller transitions tonfi stance to

Next, in preparation for experimental validation, wadlight phase.
study the robustness of the controller to perturbations.

From the walking experiments, we observe that success- o
ful gaits were obtained when the controller could reje@nd!€- However, as shown in Figure 16(a), the controller

perturbations in the form of external forces (Sreenalfi Unable to reject an error in the form of the stance leg
et al., 2011), ground variations (Park et al., 201 hape at |mpact‘be|ng bent 5y more than the_nommal.
and structural modifications (see (Grizzle, 2010a)). FAMUS; there is a need for a controller that can improve the
running, with the feedback controller comprised of thE?PUSINEss to perturbations in the knee angle at impact.
continuous-time control'?, the discrete event-based! Nis Will be crucial for experimental validation.
controller I')< as the inner-loop, and with the discrete ) _
event-based controllef? as the outer-loop, the robust-A- Nonlinear Outer-loop Controller for Increasing Ro-
ness to external perturbations is studied. This controllBStness

can reject an error in torso of up 6 in both directions.  The closed-loop system with the continuous-time and
This is adequate robustness to perturbations in tordiscrete-time controllers;, I';< forming the inner loop
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to create hybrid invariant and attractive surfaces in The control lawl'™ is summarized as

the stance and flight state spaces, and the outer-loop Kiee (5 — g7%%) st st s
controllerT'? exponentially stabilizing the periodic orbit .= { e\dis., ~ dus. )y LS., ?LSst
is considered. An additional event-based controller can 0, otherwise

h L . . _ KTor Phip hip Phip ~Phip
appropriate switching surface. We consider the event VTor = K (oot _ghoate h .
1 H 1 Tor(p}xfl> 7phi‘p )7 Ot erwise
corresponding to touchdown, which occurs right af-
ter impact with the ground. Designing an event-based JEKus (a8h -l @l —aiit >0
controller at this event provides a way to respond to /LSew =

be designed for this closed-loop hybrid system at an { bl phate), (phetphit) > 0

0, otherwise

errors arising in the flight phase (such as landing with

too much knee bend, or running too fast in the prior,  _ {Késmsd (r =i ™), (ot —pi™) >0

. . . sc—sd -

step caused by imperfections in the ground contact 0, otherwise

model, etc.). Mathematically, the switching surface is (87)

S, = ArLs(Sis) C TQs. A set of parameters € G Wheregp{ | pﬁ;;* are the stance leg shape angle and the

is considered and are assembled as horizontal speed of the hip respectively at impact with
the ground. The symbols with an asterisk in the super-

script indicate their nominal fixed point values. The gains

Thee Kise, Koo, Ky, Kis,,, Ko, are iteratively found
y= YTor ’ (86) through simulations. Furthermore, theparameters are
VLSaw bounded such that;y5%t < ~ < v%at,
Vise—ssa With this second outer-loop discrete event-based con-

troller I'”, the robustness to perturbations is increased
and as shown in Figure 16(b), is able to reject a
where ;¢ is the virtual compliance stiffness for theperturbation of5° in the impact leg shape angle (knee
stance-compression subphase.. is the torso offset, peing pent an additional0°). The stability of the
7Ls,, 1S an offset that lifts the swing leg higheys.. .., entire closed-loop system can be studied once more by
is an offset t_hat shifts_ _the stance-compression to stanggoking at the eigenvalues of a Poinéamap. To do
decompression transition event. this we need to numerically compute the Poiigcarap
A nonlinear controller is designed to modify the P, : S, x B x G — S,. However, it is difficult to
parameters based on the state on the switching surfag@mpute variations of the state to lie &, instead
The control design is motivated by insight into controlwe move it to a place where it is easier to compute
ling simpler, hopper models, such as the SLIP. Based #hese variations. We considéy, = {z, € TQ, | 0 =
the speed difference from the current step and the fixéek } which represents a switching surfa&’ into
point value,~yt,, is updated to lean the torso forwardhe stance phase. We can then study the eigenvalues of
to increase speed, or back to decrease speed. FurthethasPoincag mapP, : S, x B x G — S,,. While the
speed increases, the energy injected during the stanBeincaé section is changed for ease of computation of
decompression phase decreases because the time sifeneigenvalues, thg, v parameters still continue to be
in this phase decreases with increasing speed. To accoupdated on their respective switching surfacgsand
for this, the position of the stance-compression to stang8;. To define the Poincarmap?,, we define three
decompression transition is shifted, by updating .,, maps:P; : S, x B x G — S, which maps a state
to effectively increase or decrease the time spent injectn 37 along with 5 and v parameters onto the post-
ing energy in the stance-decompression phase. Next,impact surface, which is also the switching surfate
discussed above, the knee angle at impact is importaftr the event-based controll&'; ]53 1Sy xBxG — Sg
As suggested by Rummel and Seyfarth in (Rummel anthich maps a state of., onto the stance-compression
Seyfarth, 2008), for segmented legs with compliance to stance-decompression transition surface, which is also
the joints, larger leg compression is required to produtke switching surface; for the event-based controller
the same leg force when the rest position of the sprifig’; and finally 153 S x BxG — SV, which maps
is displaced from that corresponding to a straight leg. state onSs; back ontoS,,, the Poinca# section under
Since, for MABEL, the rest position of spring is essenconsideration. To further clarify this, we define,
tially the impact angle of the knee (the spring is at its " .
rest position during the flight phase), if the knee is bent wy[k] = Py (ap[k], B ~[K]) (88)
an additional amount at impact, the leg must collapse xf,[k] = ﬁi(xg[k],B[k],l“(xg[k])). (89)
even further to produce adequate restoring spring force_ltﬂ
support the weight of the robot. To counteract this, en,
a?{zstsk the vli:rtutar: co_mpli?n_ce tI?asecicl tcr)wn thdedi_?jpaclt;ng(;exp[k +1] = P, (x,[k], BIK], v[K])
of the knee. Further in anticipation of the additional ben B33/ 8/ b a
in the stance knee, the swing leg knee is further bent = Py (ap k), T k), 17 (a5 [K]))(20)
through~is,, to assure ground clearance. Thus the~ parameters continue to be updated on the
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. . . TABLE |
switching surfaces.,, while the3 parameters are updated srirrness coNSTANTS FOR VARIOUS SOURCES OF COMPLIANCE

on the switching srufaceSg. The switching section

Source of compliance  Stiffness value

S, serves only to define the Poinéamap P.. With Kbsp 317
this, the eigenvalues of the linearized Poigcanap k(’;a*bw ?-46
was computed and a dominant eigenvalue 0df072 fve 5:82

was obtained indicating that the closed-loop system still
remains exponentially stable.
Remark 1: Note that the designs of the controllersC. Modifications to account for Cable Stretch

'~ T2 T are carried out through rigorous mathemat- For running, cable stretch in the leg shape joint
ical technique_s, whereas the d_es_ign of _the outer-loeRaches a peak of almoss® (in the leg shape coordi-
controller I is based on heuristics. It is noted thahaies) just prior to lift-off. The nominal peak leg shape
the controllersT'®, I'*<,I'” achieve stable running in s around25° (see Fig. 8.) Seen in another way, over
simulations on the design model. The controlléraids 50 of motion in the knee is due to cable stretch. This

in the experimental validation of running by increasingegits in excessive knee bending and causes the nominal
the closed-loop system’s robustness to perturbations dgnrgjier to fail. A controller that can account for this
the knee angle at impact and to imperfections in th&ere cable stretch is then required.
ground conFact model. Section VII provides additional Tne caple stretch in the leg shape joint can be modeled
comments in this regard. Nonetheless, as shown, the 4 gpring (with damping) and placed in series with the
stability of the entire closed-loop system with the congiry 5| compliant leg. This causes the compliance due
trollers Favracvrﬁ' and I can still be studied by {4 caple stretch to appear in series with the physical
looking at the eigenvalues of a Poineanap. compliance and the motor leg shape actuator. Since
the controller presented in the previous sections utilized
active force control to create a virtual compliant element,
B. Two Models for Design and Verification : Simple v§” thr_ee sources_of_ Compl'anCéBSpvkvc’kcab‘e' oceur
Detailed Model in s_erles._The opt|m|zat|or_| process prpduced a pe_lrtlcular
spring stiffness for the virtual compliancé;,. Using
All control design in this paper is based on the modéhe active force control, the virtual compliance can be
developed in Section II, henceforth called thiEmple changed such that the compliance due to the cable stretch
model This model made certain assumptions about t@d the virtual compliance in series together has the
robot and its interaction with the ground: (a) rigiceffective compliance of that designed by the optimization
impacts; (b) the cables in the transmission of the rob8tOCess, 1.€.,
do not stretch; and (c) the robot is planar. Controllers - = )
designed with the simple model worked well in walking keable — Fve ke
experiments, as reported in (Sreenath et al.,, 2011)ith this modification, the effective compliance of the
However, when the simple model was used to desideg is now the same as that without cable stretch, i.e.,
a controller for hopping on two feet, sustained hoppingable stretch has been accounted for by the control
was never achieved, as reported in (Park et al., 201#lesign. Table | enumerates the stiffness values for the
This motivated the development ofrzore detailed model various compliances discussed here.
in (Park et al., 2011). With these modifications, the running controller is

The detailed model includes: (a) a compliant grountgady for experimental deployment.
model that includes slipping; (b) stretchy cables; and (c) Remark 2: One would expect the cables to have a
boom dynamics. large stiffness. However, from Table |, the cables appear

We expect running to more closely resemble hoppirg be softer than the physical spring By, suggesting
than walking. Hence, a controller that works on th at the cabl_e stretch contr_|butes as much as the spring
detailed model is sought. Performing control design wittf the compliance present in the system.
the detailed model is hard since the optimization required
to find periodic running gaits is not computationally V. RUNNING EXPERIMENTS
tractable. Instead, control design is carried out on the This section documents experimental implementations
simple model and prior to experimental deployment, thaf the running controller developed in Sections llI, IV
designed running controller is verified on the detaileth various running scenarios. To illustrate the power and
model. If the designed controller can not exhibit stdimitations of the proposed method, three experiments
ble running motions on the detailed model, approprare presented. The first experiment details the execution
ate modifications need to be made to the controllesf a transition controller that transitions from walking
In the following section, modifications to account foto running, the second experiment details a running
cable stretch are presented. Potential modifications @gperiment, and finally the third experiment details the
account for asymmetry and compliant ground model ateansition from running to walking. Point feet are used
suggested in Section VI. for all experiments in this section.

1 1 1

(91)
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As in the walking experiments reported in (Sreenatbheing that the feet and shoes would provide a larger
et al., 2011), the controller was first coded in C++ angurface area for traction, thereby preventing slipping,
evaluated on a detailed simulation model of the robot thahd the softer impacts with the shoes would potentially
included encoder quantization and numerical estimaticgtow down the robot. Successful running was achieved.
of velocity variables from encoder measurements. ThHgpendix A provides more details on these experiments.
controller was tested under various model perturbations,The lessons learned from steady-state running with
such as errors in the torso mass, spring stiffness, tonsassive feet are used to implement the running controller
center of mass position, and deviations in initial condiwhen the robot is equipped with point feet. Firstly,
tions. The simulation model was then replaced with thi® address slipping, an anti-slip track is installed in
physical robot. the lab (see Figure 18(a)). Next, the method of speed

In the experiments, the left leg refers to the inner legegulation that was effective for running with passive
which is closer to the center boom, and the right lefpet is employed for running with point feet.
refers to the outer leg, which is farther from the center Thus, for running with point feet, the following mod-
boom. All running speeds are measured with respectifications to the running controller presented in Sections
the center point of the hip between the two legs. VidedH, IV are performed. As suggested in Appendix A,
of the experiments are available on YouTube (Grizzléor speed regulation, the-parameter corresponding to
2010a). the virtual compliance stiffness is modified as in (94).

The saturation forg-parameter corresponding to the

A. Exp. 1: Two-step Transition from Walking to Runnin%OUCh down angle is modified as in (95). The saturation

. s . or the v-parameter that modifies the location of the
Experimentally, MABEL cannot be initialized in run- : : .
stance-compression to stance-decompression phase is

ning; the robot must first walk and then transition o . S
: i - ... glso modified as a function of the speed and is given
into running. The transition must ensure that the initigl

conditions are sufficiently close to the periodic orbit for>
running. The running controller is executed on comple-

0.2, 0<ppe? <2

. . sat _ -h,avg
tion of the transition. Vosorsa = 025, 2< Phip <25. (92
To transition from walking to running, a transition 0.35, 2.5 gphi‘g”g

controller based on (Westervelt et al., 2003) is develop%q high speeds, the time spent in the stance-

which modifies the virtual constraints of the fixed pomBecompression phase decreases, which results in less

for walking_to bri_ng the virtual constraint at_ the_en nergy being injected and smaller push-offs. With the
of the walking gait closer to the corresponding virtualy, o modification, a well defined flight phase is main-
constraint at the beginning of the running gait. Instead ?éined even when running fast.

a one-step transition from walking to running as done in Next, to prevent the stance-decompression phase from
(Morris et al., 2006), for MABEL, a two-step tranSitioncausing a lift-off with a high velocity, the stance-
is carried out. Essentially, there are two transition stepé;ecompression to flight phase switching surface is mod-
with the first step being a transition-walk-step, and thﬁed as follows

second step being a transition-run-step. A walk-to-run

transition then consists of the following: (a) A transition Sg” := Ssi—st N {zs € TQs | Py, > Py} (93)

from the nominal walking gait to the transition-walk-ln addition, during the stance-decompression phase, the
step, followed by (b) a transition from the transition; ' '

walk-step to the transition-run-step, and finally (c) éorso is pushed back in a similar manner as in the running

transition from the transition-run-step to the nomina\ivIth feet experiment. Finally, during the flight phase, the

. . . " adaptive correction polynomials, as used for the running

running gait. This two—step'transmon ef‘ab'es a smooth\/evrith feet experiment, are deployed. Both these changes

transition and prevents rapid torso motions, especially Lunteract the effec'E of unmodeled cable stretch in the

gaits where the ending and beginning values of the torso -
. : . N . Teg angle direction.

virtual constraint differ significantly for the walking With these chanaes to the controller develooed in

and running fixed points respectively. Figure 17(a,c,e,%) 9 P

illustrate plots of various variables for the transitioarfr ections IIl, IV, the running experiment is carried out
P as follows. First, walking is initiated on MABEL using

T e S, 0 o <20 waling conoler devloped 1 (Sreenath ot al

2011). Next, the walking to running transition controller,

_ _ ) presented in Section V-A, is executed. Finally, on tran-

B. Exp. 2: Running with Point Feet sition to running, the running controller is executed.

Initial experiments on MABEL failed to achieve The running controller induced stable running at an
steady-state running due to the foot slipping and average speed of.95 m/s, and a peak speed 8f06

inability to regulate speed. We attribute these failures/s.113 running steps were obtained and the experiment

to imperfections in the ground contact model used iterminated when the power to the robot was cut off. At
the controller design. To address these issues, the poiitm/s, the average stance and flight times288 ms

feet were replaced with passive feet with shoes, the idaad 126 ms are obtained respectively, corresponding to
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Fig. 17. Experimental plots for (a,c,e,g) transition fromlkireg to running (Exp. 1) and (b,d,f,g) transition from rung to walking (Exp. 3).

(a,b) depict internal phase variable of the controller amdicate the walking and running parts of the gait. The thigilets indicate the
transition steps. For transition to running there are tvemgition steps - one during walking and the other during inmnwhile for transition

to walking there is one transition step during walking. Ydldistrate the leg angle and leg shape variables for thecstand swing legs. (e,f)
illustrate the torso and stance and swing bspring variaBles peak spring compression for running is aro@rigtimes that for walking. (g,h)
illustrate the torques for the leg angle and leg shape motorthé stance and swing legs.

a flight phase that i$5% of the gait. At3 m/s, the depicted in Figures 21(a), 22(a). There is considerable
average stance and flight times 5 ms and123 ms variation in speed. When the speed exceeds m/s,

are obtained respectively, corresponding to a flight phalsege changes in the touch down anglé;p, and
that is39% of the gait. An estimated ground clearancéhe v-parameter that affects the transition from stance-
of 3 —4 inches {.5 — 10 cm) is obtained. The specific compression to stance-decompressigq, ,, causes the
cost of mechanical transport,(;), defined in (Collins speed to dramatically drop to undérm/s. All this is
and Ruina, 2005), was computed to he7. autonomously handled by the controller with no manual

Figure 18(a) depicts snapshotsl@b ms intervals of intervention. The ability of the controller to recover from

a typical running step. Figure 19(a) depicts the meaow speeds belowt m/s, and high speeds abo2e5
joint angles, temporally normalized over time, fo¢ m/s illustrates a good robustness to imperfections in the
consecutive steps of running. ground contact model. The controller is also able to

The outer-loop event based controller parameters gecount for significant cable stretch (shown in Figure
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Fig. 18. Snapshots of a typical running step for (a) runnini woint-feet, and (b) running with passive feet, are shatmtervals of100
ms. The snapshots progress temporally from left to right aooh frop to bottom.
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Fig. 19. Ensemble plots of joint angles of the stance and s¥gg for 50 consecutive steps of (a) running with point-feet, and (lmniog
with passive feet. The solid lines represent the mean redqgailet angle waveforms, while the dotted lines indicate tppar and lower quartiles
over the running steps. The curves were temporally normafized initial touchdown (%) to subsequent touchdowia(0%).
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Fig. 20. Ensemble plots of motor torques for the stance andgslegs for50 consecutive steps of (a) running with point-feet, and (loniog
with passive feet. The solid lines represent the mean redaatgue waveforms, while the dotted lines indicate the uel lower quartiles
over the running steps. The curves were temporally normafized initial touchdown (%) to subsequent touchdowi(0%).
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Fig. 21. Parameter plots f&i0 consecutive steps for the outer-loop event-based coeitydIf, for (a) running with point-feet and (b) running
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Fig. 23.  Absolute value of leg shape cable stretch and spri
compression for the stance leg for the running with point-(E&p. 2.).
Both variables are scaled to be in the leg shape coordinAtess
seen, cable stretch contributes as much as the spring to ingliaace
present in the system. This was hinted at in Table I.

23)

compliant hybrid zero dynamics to create a virtual
compliant element is capable of accommodating large
impacts with the ground while mainting good ground
reaction forces. This has been observed in the running
experiments and also for large step-down experiments
(see (Park et al.,, 2012).) To obtain a transition from
running to walking, the running controller is switched to

e walking controller with virtual compliance that was

used successfully for the step-down experiments. The
transition from running to walking is then considered as
a large step-down by the walking controller. After the
single transition step, the nominal walking controller is
executed and transition to walking is obtained.

C. Exp. 3: One-step Transition from Running to Walking rigure 17(b,d,f,h) illustrate plots of various variables
This section details a transition controller that transfer the transition from running to walking. The running
tions from running to walking. The method of activeand walking sections are clearly marked along with the

force control (introduced in Section IlI-E) within thetransition step.
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VI. DISCUSSION OF THEEXPERIMENTS however essentially based on heuristics. The question

This section discuss various aspects of the robBtat remains unanswered is, can this outer-loop controller

and the feedback controller that are revealed by tiR¢ analytically designed? _
experiments. Firstly, even in the absence df”, the designed

controller creates an exponentially stable periodic orbit
The outer-loop event-based controllEr is added to
increase the robustness (to perturbations in the knee
The ground contact is the weakest part of ouingle at impact and to imperfections in the ground
model. As observed in walking experiments on MABElgontact model) of the designed running controller for
(Sreenath et al., 2011), for running, the robot ran fastgkperimental deployment. If the design model matched
than predicted by both dynamic models: (a) rigid impacigosely with the physical system, speed regulation would
(simple model) and (b) the compliant ground modeiot be an issue, as it would have been taken care by the
(detailed model.) For legged robots, the accuracy @kponentially stabilizing event-based controliér. Nev-
the model of the impact with the ground surface igrtheless, analytically estimating the domain of attracti
difficult to ascertain and to improve. (Sreenath et a.lfer a periodic solution for a Comp|ex System such as
2011, Sec. VII-B) cites various ways of modeling theqABEL, and then designing controllers to increase this
ground impact and presents impact scaling to accoufémain, thereby improving robustness to perturbations,
for speed differences in walking for MABEL. For thejs an extremely hard problem.
running controller demonstrated here, the ground contactone way to analytically design the final layer of the
model needs the most improvement. It is unknown if theontroller would be to come up with the reduced order
parameters in the present compliant ground model capstem, or some mechanical analog, representing the

A. Impact Model

be tuned to account for the experimental results. zero dynamics. Once such a system is available, then
analytical methods can be used to design a controller for
B. Asymmetry this system. However, coming up with the reduced order

The model used in the feedback designs has assun®¥giem IS non-trivial. One way to analytically design
controller to perform speed regulation would be to

a planar root. Whereas, in the experimental setup, dfte _ _ X
to the boom, the robot's hip position is constrained t52Y Out energy regulation (Poulakakis and Grizzle,

lie on the surface of a sphere, rather than a plane. A9090). However, this requires estimating the kinetic and
discussed in Section IV-B, the detailed model capturé’é’ten,“"’lI energies, typically very noisy qgant|t|es mlrga
asymmetry as part of the model by incorporating booPeriments. Thus, the problem of analytically designing
kinematics and dynamics. This also accounts for tfe practical 'Y controller for increasing robustness to
hip width (distance between the legs) beir of the perturpations is still an open problem and needs to be
length of the boom, which causes the robot to weiigyy,  nvestigated further. _ _
more when supported on the inner leg (almost 7 Kg) thanAltérnatively, numerical techniques such as approxi-
when supported on the outer leg. For running, this caug@@t€ dynamic programming can be utilized to compute
problems. The impacts on the inside leg are hard8Ptimal outputs of thel™ controller for a particular
and cause the stance knee to bend more, and thisPffturbation. However, this approach would be computa-
turn causes the outer-loop controller to overcompensdtgnally expensive depending on the number of the states
in the following step (notice the prounced step-to-stey1d their respective discretizations.
oscillations in the virtual compliance stiffnes in Figure
22(a).) VII. CONCLUSION

To potentially account for this, the following changes

are suggested. Since the controller in the stance phasugr/l’/('\)EeESLofcggtha&'lrr]]ii:pgnﬁi‘:‘ Qnétsroglz':fgggo];oé ;r;?'nic
creates a virtual compliant element, the virtual complf- P g agiity y

ance could be made an additionsl% stiffer on the ocomotion. This paper has presented a model-based

inside leg. Moreover, for smoother running motions, th%ontrOI design method to realize the potential of the

outer-loop controllers have to perform separate step—tahgngjﬁﬁfépiergmoer?atf]thaiveeféegf tphe:?;;n del:?aéi gl:ssitrf]\te
step updates over two steps. P P an.

The controller is based on the hybrid zero dynamics
) o ) introduced in (Poulakakis and Grizzle, 2009b) and fur-
C. Moving Heuristics to Analysis ther developed and deployed experimentally in (Sreenath

The running controller developed has multiple loopst al.,, 2011). An important modification was the de-
e, e, I'?, andI'". The inner-loopsI'®, I'*<, andI'?, liberate inclusion of actuation in the zero dynamics
are auto designed using rigorous analytical techniquekiring the stance phase of running, which enabled active
I'®, andI'” are partly driven by the morphology of theforce control of the stance knee. Specifically, a virtual
bipedal robot since the choice of the virtual constraintsompliant element was created to dynamically vary the
and theg-parameters is partly dependent on the moeffective leg compliance during stance. An outer-loop
phology. The outer-loop event-based controllEt, is event-based controller was designed to exponentially
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stabilize the periodic running gait. An additional outer- Proceedings of the National Academy of Sciences of
loop event-based controller was designed to improve thethe United States of Americd03(42):15681-15686.
robustness of the periodic running gait to perturbatioridaley, M. A., Usherwood, J. R., Felix, G., and Biewener,
in the knee angle at impact and to imperfections in the A. A. (2006). Running over rough terrain: guinea fowl
ground contact model. maintain dynamic stability despite a large unexpected
The running controller has been experimentally de- change in substrate heigfithe Journal of Experimen-
ployed and stable running has been successfully demontal Biology, 209:171-187.
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additional termA~° to ;¢ computed in (87), where,  Finally, to prevent the toes of the shoes from scuffing
the ground during leg swing, the swing leg shape virtual

-h,avg -h,avg . . e -
AE = {_Kki‘ Abyip ©5 APy, © >0 (94) constraint is modified such that it is commanded to fold

0, otherwise by an additional constant amount.

. s o v havos B Madifications to account for unmodeled cable stretch
with, Apypt™ = (P — Py 7 )y andpyin™ Puis™ in leg angle transmissionThe running controller ac-
being the nominal and last step average horizontal higunts for unmodeled cable stretch in the leg shape
speeds respectively. coordinates, but not the leg angle coordinates. During

Finally, to enable large touchdown angles at fastehe stance-decompression phase, the nominal virtual con-
speeds to effectively slow down the robot and to prevegaint for the torso specifies the torso to pitch backward.
large touchdown angles at slow speeds from causing fiexperiments, the torso is sometimes driven forward to
foot EO slip, theﬁ-p?rameters are bou_nded, such thagorrect tracking errors, which results in the torso having
—pt < B < %, with the saturation for the3- 3 forward velocity at liftoff and causes the torso to pitch
parameter corresponding to touchdow;p, specified forward further during flight resulting in a significant
as a function of speed, as below, torso error on impact. Large torques to correct this would

2, 0< pﬁigvg <12 thgn stretch the leg angle c.ables significantly. To prevent
o -h,avg this, when the torso velocity drops below a threshold,

1.5°, 1.2 <plh™9 < 1.7 Y O
P the controller for the torso is switched to push the torso

sat __ .h,avg

™ = 2% 1.7 § fg;p <2 (95) backward instead of trying to enforce a virtual constraint.
2.5°, 2<p it <25 On initiation of the flight phase, the event-based
4°, 25 gpﬁ;g”g controller I'¢ ensures hybrid invariance of the flight

Modifications to account for the passive fedte 2 dynamics manifold. This is done through correction

softer impacts due to the feet in the shoes result leynomials,hﬂ as in (.75.)’ such tha.‘t the_modified V"“?a'
the spring not compressing sufficiently and cause ﬂigﬁpnstram_ts smoothly join the nom_mal wrtugl constraints
phases with smaller durations and with lower grounﬁah&way into the flight phase. During experiments, large

clearance. To account for the softer impacts, the nomir&lrors on initiation of the flight phase could result in the
virtual compliance/*., was reduced bys% modified virtual constraint to initially reversing direc-
Next, during stance-decompression, energy i”jectié'r_?n _o_f motion, causing the_ leg angle cables to stretch
causes the spring to first compress and then rapicﬁ nificantly _and resultlng_m large tOL_Jchdown errors.
decompress resulting in rapid knee extension creatig Nandle this, the correction polynomials are modified
a push off. However, due to the geometry of the pagych that the modified virtual constraint smoothly joins
sive foot, specifically the absence of an ankle rotatigh® nominal virtual constraint at an adaptively chosen
DOF, when the leg is backward at the start of stanci@cation that is eitheB0%, 75%, or 95% into the flight
decompression, only the forward part of the shoe Rhase, depen_d_lng on the_ sign and magnitude of the
in contact with the ground. This causes a significaffTO" On transition to the flight phase. These are termed
fraction of energy injection to be not translated into 49a@ptive correction polynomials _
push off, but rather rapidly affecting the angle of the W'th these_ changgs to th? cont_roller, the running
foot with respect to the ground. This effect is mor&Xperiment with passive feet is carried out as follows.
pronounced when the spring is close to its rest posT_he W_alkmg controller dev_eloped in (Sreenath et al.,
tion. To address this, the stance-compression to stangtg-ll) IS employe_d, along with a tor_so off_set to lean t_he
decompression switching surface is modified to ensuj@/SC forward to induce stable walking with the passive

the switching occurs when the spring is sufficientij€€t @t 1.26 m/s. The walking to running transition
compressed controller developed in section V-A is used to transition

to running. On transition, the modified running controller
Setsq = SsessiM s € TQs | 05 > 050, (Bsp,, < 20°}, described above is executed, resulting in stable running

at an average speed df07 m/s. 100 running steps
where, 0509, represents the value of at 50% into the \ere obtained and the experiment was terminated. Figure
stance phase. 18(b) illustrates snapshots of a typical step of running.

Next, to prevent (a) the foot from slipping towardsayerage stance and flight times 860 ms and151 ms

the end of stance when the stance forces are small, gy obtained respectively, corresponding to a flight phase
hyper-extension of the heavy shin, and (c) large vertictiat is30% of the gait. An estimated ground clearance
velocities at liftoff, the stance-decompression to flighgf around?2 inches 6 cm) is obtained. The specific cost

switching surface is modified as below, of mechanical transport,;) was computed to be.75.
Serte = Ssamt N{xs € TQs | qBsp,, < 15°, Figure 19(b) depicts the mean joint angles, tempo-

— (97) rally normalized over time, fob0 consecutive steps of
<2V Nz € TQq | pLy, > P "}, Y . % P
LSt bt @ | Py Phip } running. Figure 20(b) depicts the motor torques. Figures

V,5—%

where,pp; , is the vertical hip velocity, angtlhip is the 21(b), 22(b) illustrates thes and ~-parameters for the
nominal liftoff vertical hip velocity. 50 consecutive steps of running.



